Supplement for Lecture 20 (Mon, 10/21)

Let us solve the following 2D boundary value problem with the Jacobi method.

Oxx + ¢y =0, (x,y) € (0,1) x (0,1),
¢(x71) =1,
(P(X,O) = ¢(Ovy) = ¢(17y) =0.

In the calculation the zero vector was chosen for the initial guess. The main part of
the code is written as follows. As the stopping criterion, tol=10e-4 was used.

1 || while ratio>tol

2 k=k+1;

3 for i=2:n+1

4 for j=2:n+1

5 res(i,j)=4xw(i,j)—w(i+l,j)—w(i—1,j)—w(i,j+1)—w(i,j—1))/(h"2);
6 end

7 end

8 rn (k)=norm(res);

9 ratio=rn(k)/rn(1);

10 for i=2:n+l

11 for j=2:n+1

12 w_old(i,j)=(w(i+1,j)+w(i—1,j)+w(i,j+D)+w(i,j—1))/4;
13 end

14 end

15 w=w_old ;

16 || end

The number of iterations k required for different methods is summarized as fol-
lows.

h | k | p(By)

Jacobi 1/4 26 | 0.7071
1/8 96 | 0.9239
1/16 | 334 | 0.9808

h | k| p(Bas)

. 1/4 15 0.5000
Gauss-Seidel 1/8 51 0.8536
1716 | 172 | 0.9619

h | k |P(Bw*)

. 74 9 [ 01716
optimal SOR 18 | 18 | 04465
116 | 34 | 06735
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Fig. 2.1 Numerical solutions to ¢ + ¢y, = 0, ¢(x,1) = 1, ¢(x,0) = ¢(0,y) = ¢(1,y) = 0. The
Jacobi method is used.



